
Generating Programmatic Referring Expressions via Program Synthesis

Jiani Huang 1 Calvin Smith 2 Osbert Bastani 1 Rishabh Singh 3 Aws Albarghouthi 2 Mayur Naik 1

Abstract
Incorporating symbolic reasoning into machine
learning algorithms is a promising approach to
improve performance on learning tasks that re-
quire logical reasoning. We study the problem
of generating a programmatic variant of referring
expressions that we call referring relational pro-
grams. In particular, given a symbolic representa-
tion of an image and a target object in that image,
the goal is to generate a relational program that
uniquely identifies the target object in terms of
its attributes and its relations to other objects in
the image. We propose a neurosymbolic program
synthesis algorithm that combines a policy neu-
ral network with enumerative search to generate
such relational programs. The policy neural net-
work employs a program interpreter that provides
immediate feedback on the consequences of the
decisions made by the policy, and also takes into
account the uncertainty in the symbolic represen-
tation of the image. We evaluate our algorithm
on challenging benchmarks based on the CLEVR
dataset, and demonstrate that our approach signif-
icantly outperforms several baselines.

1. Introduction
Incorporating symbolic reasoning with deep neural net-
works (DNNs) is an important challenge in machine learn-
ing. Intuitively, DNNs are promising techniques for pro-
cessing perceptual information; then, symbolic reasoning
should be able to operate over the outputs of the DNNs to ac-
complish more abstract tasks. Recent work has successfully
applied this approach to question-answering tasks, showing
that leveraging programmatic representations can substan-
tially improve performance—in particular, in visual question
answering, by building a programmatic representation of
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the question and a symbolic representation of the image, we
can evaluate the question representation in the context of
the image representation to compute the answer (Yi et al.,
2018; Mao et al., 2019; Ma et al., 2019).

A natural question is whether incorporating symbolic rea-
soning with DNNs can be useful for tasks beyond question
answering. In particular, consider the problem of generating
a referring expression—i.e., an image caption that uniquely
identifies a given target object in a given image (Golland
et al., 2010; Kazemzadeh et al., 2014). In contrast to visual
question answering, where we translate a question to a pro-
gram and then execute that program, in this case, we want to
synthesize a program identifying the target object and then
translate this program into a caption.

In this paper, we take a first step towards realizing this ap-
proach. In particular, we study the problem of generating a
programmatic variant of referring expressions that we call
referring relational programs. We assume we are given a
symbolic representation of an image—such a representation
can be constructed using state-of-the-art deep learning algo-
rithms (Redmon et al., 2016; Krishna et al., 2017; Yi et al.,
2018; Mao et al., 2019)—together with a target object in
that image. Then, our goal is to synthesize a relational pro-
gram that uniquely identifies the target object in terms of its
attributes and its relations to other objects in the image. Fig-
ure 1 (left) shows an example of an image from the CLEVR
dataset, and two referring relational programs for object G
in this image. The task for this image is challenging since G
has identical attributes as H, which means that the program
must use spatial relationships to distinguish them.

Our formulation of referring relational programs can take
into account the uncertainty in the predictions of the DNN
used to construct the symbolic representation of the image.
One approach would be to use probabilistic reasoning, but
doing so can be computationally intractable. Instead, we
use an approach based on uncertainty sets—we construct
uncertainty sets that include all DNN predictions above a
certain probability threshold, and require that the referring
relational program uniquely identify the target object for all
possible configurations in these uncertainty sets.

Based on this formulation, we propose an algorithm for
synthesizing referring relational programs given the sym-
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Program 1:
color(var0, gray)
/\ front(var0, var1)
/\ color(var1, brown)

Output:
{ var0 = G, var1 = F }

Program 2:
color(var0, gray)
/\ front(var0, var1)
/\ shape(var1, cube)

Output:
{ var0 = G, var1 = C }
{ var0 = G, var1 = B }

Program:
color(var0, blue) /\ shape(var0, cube) /\ size(var0, large) 
/\ left(var0, var1) /\ left(var1, var2)
/\ left(var0, var2) /\ color(var2, blue) /\ shape(var2, cube)
/\ size(var2, large) /\ material(var2, rubber)

Output:
{ var0 = A, var1 = B, var2 = C }
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Figure 1. Left: An example image from the CLEVR dataset, and two referring relational programs that identify the target object G. The
challenge is distinguishing G from the second gray cube H. The first program identifies the target object as the “gray object in front of the
brown object”, where the brown object is the sphere F. The second program identifies the target object as the “gray object in front of the
cube”. In this case, the cube can be either B or H, but either of these choices uniquely identifies G. Right: A challenging problem instance
that requires several relations to solve (especially when restricted to three free variables—i.e., jZj = 3). The program shown is generated
by our algorithm. It identifies the target object as “the large blue cube to the left of the object to the left of a large blue rubber cube”.

bolic representation of the image.1 Fundamentally, program
synthesis is a combinatorial search problem. The objective
is to search over the space of possible programs to find one
that achieves the given goal—in our case, find a relational
program that uniquely identifies the target object when eval-
uated against the symbolic representation of the image.

To account for the combinatorial size of the search space, our
synthesis algorithm builds on recent techniques for speeding
up program synthesis. First, it leverages execution-guided
synthesis (Chen et al., 2018), where deep learning is used
to guide the search over the space of programs. This ap-
proach formulates the search problem as a Markov decision
process, where actions correspond to decisions about which
statements to include in the program, and states correspond
to the intermediate program state obtained by incrementally
evaluating the program generated so far. Then, it uses deep
reinforcement learning to solve the synthesis problem. In
particular, we use deep Q-learning, where the Q-network
is a graph convolutional network (GCN) that takes as input
a graph encoding of the program state; then, the Q-value
for each action is evaluated based on local representations,
avoiding the use of a lossy global representation.

Second, we leverage hierarchical synthesis (Nye et al.,
2019), where the neurosymbolic synthesizer is combined
with a faster but unguided enumerative synthesizer—
intuitively, the neurosymbolic synthesizer generates the ma-
jority of the program. Then, the enumerative synthesizer

1Our implementation is available at: https://github.
com/moqingyan/object_reference_synthesis.

fills in the remainder of the program, which tends to be
a smaller but more challenging search problem. Finally,
we use a simple meta-learning approach (Si et al., 2018b),
where the Q-network is pretrained on a benchmark of train-
ing synthesis tasks; this Q-network is used to initialize the
Q-networks for solving future synthesis tasks.

We evaluate our approach on the CLEVR dataset (Johnson
et al., 2017), a synthetic dataset of objects with different
attributes and spatial relationships. Our goal is to generate
a relational program that identifies one of the objects in
the scene. We consider both synthetic examples where
the ground truth scene graph is known, as well as cases
where the scene graph is predicted using a convolutional
neural network (CNN) and may be prone to error. We
leverage control over the data generation process to generate
problem instances that are particularly challenging—i.e.,
where there are multiple objects with the same attributes in
each scene. By doing so, a valid relational referring program
must include complex spatial relationships to successfully
identify the target object. We demonstrate how our approach
outperforms several baselines, including a state-of-the-art
program synthesizer (Si et al., 2018b).

Finally, we discuss how our approach connects to the origi-
nal referring expressions task in Section 5.

Related work. There has been a great deal of recent in-
terest in leveraging program synthesis to improve machine
learning—e.g., to classify images based on their parts (Lake
et al., 2015), to infer the structure of images (Ellis et al.,
2015; 2018b; Pu et al., 2018), to perform procedural tasks
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